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Abstract
The 2015–2017 Russian Internet Research Agency (IRA)’s coordinated information operation is one of the earliest and most studied of the social media age. A set of 38 city-specific inauthentic “newsfeeds” made up a large, underanalyzed part of its English-language output. We label 1,000 tweets from the IRA newsfeeds and a matched set of real news sources from those same cities with up to five labels indicating the tweet represents a world in unrest and, if so, of what sort. We train a natural language classifier to extend these labels to 268 k IRA tweets and 1.13 million control tweets. Compared to the controls, tweets from the IRA were 34% more likely to represent unrest, especially crime and identity danger, and this difference jumped to about twice as likely in the months immediately before the election. Agenda setting by media is well-known and well-studied, but this weaponization by a coordinated information operation is novel.
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The Russian-backed Internet Research Agency (IRA)’s coordinated disinformation operation worked to influence the 2016 U.S. presidential election in large part through social media (Jamieson, 2018). While fairly well studied, a major piece of this operation has remained relatively unexplored, and its purpose left unknown. Here, we will demonstrate how the IRA strategically employed real local news for agenda-setting purposes in an apparent effort to show Twitter users a world more dangerous and unrestful than they may otherwise experience.

Complex state-backed coordinated information operations often consist of several distinct sets of accounts, each playing a specialized role. In the context of the IRA, Linvill and Warren (2020b)
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identified five primary account types: left trolls, right trolls, newsfeeds, fearmongers, and hashtag gamers. Of these, the left trolls and right trolls have received the most attention (Bastos & Farkes, 2019; Freelon et al., 2020). But from the perspective of overall output, newsfeeds made up a substantial part of the operation, actually originating more English-language tweets than any other type and producing 26% of the English-language tweets in 2016. Nonetheless, there exists no detailed analysis of the role these accounts played in the operation.

The bulk of newsfeed content emanated from 38 accounts that operated from early 2015 to mid-2017, each of which purported to be a local news provider for one of 36 large cities around the United States.1 Figure 1 illustrates how two of these accounts appeared when active. In general, these accounts gathered and reposted news from a small set of legitimate local news sources that served the targeted city, mostly local newspapers and television. Newsfeeds were largely automated, using clients like Twitterfeed and Twibble to gather stories from Really Simple Syndication feeds or Twitter feeds to repost as their own content. They made very limited use of retweets but often linked to the legitimate website from which the news content originated. They did not post grossly inaccurate information (like fearmongers), link/amplify the more ideological troll accounts or extremists outside the network (like right or left trolls), or seem to attempt to contribute to the trending of topical hashtags (like hashtag gamers).

Not only was newsfeeds’ behavior inconsistent with other IRA types, it also lacks comparison with the tactics identified in any other major coordinated information operations. They did not flood a conversation to make real voices hard to find as has been common in many campaigns (Roberts, 2018). Instead, they posted the real news of the day. They did not focus messaging on key dates (Keller, et al., 2020; King et al., 2017); instead, they posted quite regularly, almost mechanically. They did not connect with interest groups to drag them to more extreme positions; instead, they hardly interacted with other accounts at all.

As we demonstrate, the newsfeeds seem to have attempted a form of agenda setting by disproportionately highlighting some elements of the real news. This biasing could serve a variety of purposes, including making emphasized subjects more prominent in the minds of the newsfeeds’ followers. After all, authentic news media has been shown to have such an agenda-setting impact (Dellavigna & Kaplan, 2007; Iyengar et al., 1982; McCombs & Shaw, 1972). We hypothesize that
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**Figure 1.** Sample Internet Research Agency newsfeed accounts.
the newsfeeds’ mission was to present a biased reflection of American life, one that was more rife with unrest, conflict, and division than traditional news would present.

Our approach is to measure the share of tweets that presents a world beset with unrest, and if so, what sort of unrest (from five subcategories). We then contrast these rates between the newsfeed accounts and those in a matched sample of actual local media operating in the same city from which the newsfeeds were drawing the majority of their content. For a sample of tweets from each group, we code by hand whether each tweet portrays unrest. We use this hand-coded data set to train a machine-learning classifier, which we validate and use to extend our classification, obtaining confidence scores for each tweet in the full data set of 1.4 million tweets. With these scores applied to every tweet, we measure the differences in the picture of the world that the IRA presents to the picture of the world the legitimate local media sources present on Twitter, across cities and over time.

We find large and significant differences in the level of unrest that these two sets of accounts portray. These differences increase dramatically in August 2016. Prior to that time, we find that IRA newsfeeds have 10% higher odds of containing unrestful content than matched accounts controlling for location by month fixed effects, whereas for the period beginning in August 2016, they have 100% higher odds of unrestful content. Over the full time period studied, IRA newsfeed had about 34% higher odds of sharing unrestful tweets than their matched control accounts, and that difference is driven by unrest related to crime, institutional failure, and identity danger rather than acts of god. This pattern is consistent with an agenda-setting strategy with a goal to make the United States seem a riskier and more violent place than it really is in the months leading up to the 2016 U.S. presidential election.

**Agenda Setting and the IRA**

The agenda-setting theory suggests that while news media may not tell audiences what to think, they can tell audiences what to think about (McCombs & Shaw, 1972). The two basic assumptions of what is called first-level agenda setting are, first, the media shape reality rather than simply reflecting it and, second, the more attention media focus on an issue, the more likely the public is to feel it is important to society. Although these assumptions suggest powerful effects, agenda setting is a theory of limited media effects with individual issue relevance being a fundamental contributing factor (Erbring et al., 1980; McCombs, 1994).

Second-level agenda setting links the theory with framing and suggests media attention can influence how people think about a topic by ignoring or downplaying certain attributes while selecting and emphasizing others (Ghanem, 1997). In effect, media tell audiences how to think about issues. Kiousis et al. (2006) explain second-level agenda setting through an example addressing candidate images saying, if media “emphasize the integrity of a political candidate in news stories, public descriptions of that candidate should also stress his or her integrity” (p. 269). Local news in particular, being both popular and trusted, has been found to have just such an agenda-setting effect on issues related to crime (Gross & Aday, 2003).

The Internet and social media, in particular, have dramatically changed the media landscape since agenda setting was first conceptualized. McCombs (2005) discussed the argument that the Internet will lead to the end of agenda setting as individuals have more personally tailored media available to them and gain the ability to choose from a wider array of online news and information. It is possible, however, that far from limiting the ability of media to set an agenda, because of its ability to reach targeted audiences, social media can be a tool expressly for agenda-setting purposes.

With this in mind, agenda-setting theory has been used by scholars as a lens to better understand the potential of misinformation and disinformation. For example, Dreier and Martin (2010) employed agenda setting as a lens to examine the controversy surrounding the community group
Association for Community Organizations for Reform Now and found a persistent, online campaign with limited truth can influence the national news media. Vargo et al. (2018) utilized intermedia agenda-setting theory (examining the interaction between media outlets in setting each other’s news agenda) to better understand the agenda-setting power of fake news, finding it was particularly influential among partisan media. Finally, Pierri et al. (2020) used agenda setting to better understand disinformation spreading on Twitter proceeding the 2019 European parliament elections. They found that a small number of websites, while having a limited impact on broader online discussions, had an outsized impact on far-right political discourse on the platform.

The documented behavior of the better understood right and left trolls makes clear that an overarching goal included instigation of conflict and unrest (DiResta et al., 2019; Jamieson, 2018; Linvill et al., 2019; Linvill & Warren, 2020b). Since agenda setting is an important mechanism by which news media may affect citizens’ perception of conflict (Dellavigna & Kaplan, 2007; Iyengar et al., 1982; McCombs & Shaw, 1972), it is plausible that the IRA attempted to use their newsfeed accounts for this purpose, which leads to our first hypothesis.

**Hypothesis 1:** Compared to their matched control sources, the IRA newsfeeds include more news that represents a society at unrest.

More detailed investigation of the themes highlighted in the right and left troll accounts’ output indicates that they were particularly likely to include attacks that were based on identity (Arif et al., 2018; Freelon et al., 2020), investments to build capital within identity groups (Linvill & Warren, 2020a), or which tried to undermine trust in institutions (Linvill et al., 2019). Our second hypothesis says that we expect similar strategies from these accounts.

**Hypothesis 2:** Compared to their matched control sources, the IRA newsfeeds include more news that highlights unrest related to human conflict, such as identity danger, crime, or the failure of institutions, rather than conflict/unrest due to acts of nature.

Finally, the IRA’s strategy implemented on their left and right troll accounts has been shown to have varied dramatically over time, with sudden shifts in behavior as accounts moved from a “growth” phase to an “amplification” phase in the month before the 2016 presidential election (Linvill & Warren, 2020a). A parallel shift in the behavior of the newsfeeds is plausible, leading to our third hypothesis.

**Hypothesis 3:** The agenda-setting behavior of the IRA newsfeeds shift substantially at some point immediately prior to the 2016 election, becoming more extreme as the accounts move from a growth to an activation phase.

**Method**

The raw data for this analysis come from two sources. First, we collected the output of the 38 locally oriented IRA newsfeed accounts from Twitter’s January 2019 update to their October 2018 release of the output they linked to the IRA (Roth, 2019), for the 13 months running from December 2015 to December 2016. We supplement these with 60,975 additional tweets produced from these same accounts during this period and downloaded from Social Studio but not included in the Twitter release. These accounts are the subset of the accounts identified as newsfeeds by Linvill and Warren (2020b) that explicitly identify as local news providers. This results in 267,745 tweets split among 38 accounts, from very small @ChesterCityNews (269 tweets) to a very large @KansasDailyNews (22,197 tweets). As not every local newsfeed was active every month, this
results in 407 newsfeed-month groupings, instead of the 494 (38 × 13) combinations one would observe if all accounts were active in all months.

For each of these newsfeeds, in each month, we identified the general Twitter newsfeeds of the real local sources from which the newsfeed pulled their news to provide a “control group” for each newsfeed. In many cases, this identification simply came from tabulating the domain of the links provided in the IRA tweets. But, it sometimes required stepping through a link shortener/client, such as Twibble.io (in 57 of 407 newsfeed-months) or searching Twitter or Google for the text contained in a sample of their tweets in order to identify the original news provider (in 188 of 407 cases). When multiple sources were identified, the three most common sources for the month were chosen. Multiple sources were identified in 157 of the 407 cases. Once these original sources were identified, the full text of their most general news Twitter account was collected for that month. This resulted in 1.13 million “control” tweets from 95 accounts.3

These accounts are meant to represent how a real local news source would have reported about the events in the city. To the extent that they bias coverage, relative to reality, we are estimating the additional bias injected by the IRA. By choosing to use the specific set of accounts from which the IRA pulled their news (rather than randomly selected local news accounts), we are avoiding the possibility that any bias we observe is driven by the IRA selecting relatively extreme sources. But, casual inspection of their sources makes that explanation implausible, as they consist primarily of major local newspapers and network broadcast affiliates.

Qualitative Analysis

From the full data set of ~1.4 million tweets, both from troll and legitimate news sources, we drew a stratified random sample of three troll account and three control account tweets for each unique city-month pair in order to account for systematic variation across time, locale, and account type (troll or control). This resulted in a set of approximately 1,800 tweets. Of these, 1,000 tweets were randomly sampled for hand coding. These tweets were labeled by hand with five binary, nonmutually exclusive categories: “identity danger,” “institutional failure,” “act of god,” “crime,” and “other unrest” as defined below. Any tweet that received any of these labels inherited the umbrella label of “any unrest,” and all others were coded as “not unrest.”

We conducted qualitative analysis as recommended by Corbin and Strauss (2015). First, we read posts to get a sense of the data and then engaged in unrestricted coding, working together to compare and conceptualize data. From this process, we identified meaningful patterns. Second, we conducted axial coding by identifying linkages between ideas underpinning individual tweets. This process reduced patterns into categories. As we continued, we identified sample tweets for each category and created definitions for each category to help clarify meaning.

To maximize the reliability of our analysis, we created and employed a codebook. The use of a codebook served as a stable representation of the analysis and later served as a reference throughout the coding process (Creswell & Poth, 2018). Members of the research team coded common, randomly selected sets of tweets. After each set was coded, we compared results and refined our analysis. This process was continued until we met an acceptable Krippendorff’s (2004) α reliability of .70. The random sample of 1,000 tweets was then analyzed. Tweets were coded for each category as either present or not present, an unrest label applied to any tweet that had a high likelihood of arousing a state of dissatisfaction, disturbance, or agitation in a group of people. Tweets were further labeled using one or more of the subtypes as described below. Multiple categories could be present simultaneously.

Identity harm. These tweets overtly mention danger for a specific identity group. Identity was defined broadly, and groups included religion, race, ethnicity, political group, gender, sexual orientation,
nationality, age, socioeconomic class, or veteran status. Danger was considered the threat of immediate or future risks or harm relayed. Posts for which it was decided an informed reader could connect the danger mentioned to the identity group mentioned were placed in this category. Tweets placed in this category included the August 17, 2016, tweet “Parents ramp up attack on transgender rules in Fort Worth schools” and the October 9, 2016, tweet “Should you watch the second presidential debate w. your children? v. @stltoday #Debates2016.”

Institutional failure. Tweets in this category mention the failure, decline, or collapse of formal or informal institutions. Institutions included a law, practice, custom, or organization that is important to the functioning of mainstream society in a country or community. It included, but was not limited to, institutions such as courts, law enforcement, elections, media, specific industries, family, and organized religion. Example tweets in this category included the February 6, 2016, tweet “Bridgestone-Firestone recalls over 36,000 truck tires” and the December 20, 2015, tweet “Here’s How the #FederalReserve Just Told #Black Folks ‘You Don’t Really Matter’.”

Acts of god. Tweets in this category included accidents or events not directly caused by humans. It included posts that addressed weather and other natural occurrences but also accidents, such as automobile accidents, which were not described as the direct result of human negligence. This included tweets such as the December 12, 2016, tweet “A storm is approaching SoCal—track it with the LIVE Megadoppler 7000 HD” and the July 1, 2016, tweet “Your comments: Be wary of pit bulls, one reader writes.”

Crime. This category included tweets that specifically mentioned a crime. In addition to notices of recent crimes occurring, it included discussion of arrest, conviction, or sentencing and other court-related matters. It included posts such as the January 1, 2016, tweet “Cosby files motion to dismiss sex assault charges” and the September 9, 2016, tweet “Couple charged with killing woman and kidnapping her children.”

Other. This category was reserved for tweets for which unrest was clearly addressed but which did not fit into one of the other five categories; this was generally because not enough context was given in the text of the tweet. This included tweets such as the March 24, 2016, tweet “UPDATE: The lockdown at Naval Medical Center San Diego has been lifted.”

The remaining tweets received no flags. These tweets came in a range of forms. For example, many of these posts involved news about sports and entertainment, such as the January 31, 2016, tweet “AFL exhibition games in #Fort Worth helped shape pro football landscape.” Others were news of events surrounding the election, including the October 3, 2016, tweet “Clinton Visits Charlotte Church, Calls for Healing #politics.”

Training the Classifiers

Using the labeled set of hand-coded tweets, we trained logistic regression models for each of the six binary labels (overall unrest, plus the five subtypes). These models use a vector of features about the content of the tweet to estimate a predicted probability that a human coder would assign the specified label (Pampel, 2000). Prior to modeling, the tweets were preprocessed to convert all characters to lowercase, expand contractions, remove nonstandard UTF-8 characters (such as emoji), tokenize hashtags and miscellaneous symbols, and remove slashes, brackets, punctuation, and stop words. The remaining text is then converted to a numerical representation, which forms the core of the independent variables in the logistic regression.
There are several possible methods for converting textual data into numerical inputs for use in the logistic regression. The most familiar of these is bag-of-words (BoW) count vectorization (and related variants). BoW has no sense of the relationships between words. For example, in logistic regression, the effects of the words “GOP” and “Republicans” would be modeled with independent parameters. This makes the count vectorization method inefficient when dealing with small data sets and short texts. For this reason, we make use of a more contemporary embedding technique commonly known as Word2Vec (Mikolov, 2013). In Word2Vec, the unique words in a corpus are each mapped onto a \( k \)-dimensional vector (we choose \( k = 100 \)) of numbers such that words appearing in similar contexts have similar vectors. Since this mapping criterion makes no reference to the class labels, we are able to train this embedding model on the full data set, thereby incorporating more of the particular linguistic conventions in our corpus than if we were restricted to our labeled set. With the word embedding model in hand, the numerical representation of a tweet is calculated as the average of the normed vectors for each word in the tweet. The numeric features produced by this process theoretically form a more efficient representation for classifying Tweets as compared to more contextually blind approaches. We used the implementation of Word2Vec in the open-source fastText library that includes several technical improvements over the original (Bojanowski et al., 2017; Joulin et al., 2016).

Using a training set of 85\% of the labeled data stratified with respect to “unrest” (so that approximately the same proportion of unrestful tweets appears in both the training and test sets), we used grid search cross-validation to tune the hyperparameters of the logistic regression models. We then evaluated the classifiers’ performance using the holdout set of 15\% of the labeled data. The resulting micro-averaged receiver operating characteristic (ROC) curve score is .92, indicating good overall performance. The relevant ROC curves appear in Figure 2, along with the area under the ROC curve for each class. Figure 3 shows the precision/recall curves along with the maximum F1 score achieved by each classifier on the holdout set. Table 1 shows some examples of the model output for particular tweets both in cases in which the model was successful and in the (infrequent) cases of model failure. One can see that all classifiers achieve good performance with the exception...
Figure 3. Precision–recall curves for the classifiers trained on the hand-labeled data evaluated on a holdout set.

Table 1. Examples of Tweets and Classifier Output for Various Label Categories.

<table>
<thead>
<tr>
<th>Tweet</th>
<th>Unrest Category and Confidence</th>
<th>Result Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image.png" alt="Image" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image.png" alt="Image" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image.png" alt="Image" /></td>
<td></td>
<td></td>
</tr>
<tr>
<td><img src="image.png" alt="Image" /></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. The bottom two rows show examples of (infrequent) incorrect model output.
of “other unrest.” This is likely due to the low prevalence of positive cases of this category—only 12 in the set of 1,000 labeled tweets. We therefore exclude this category from further analysis. Prior to undertaking the regression analysis, we retrain the classifiers on the full labeled data set.

Regression Analysis

For each tweet in the full data set, we generated six labels using the six classifiers trained on the hand-labeled data set. Each label is a probability score; for example, for a given tweet, the label for “unrest” is a numeric value in the range [0,1] which is the probability that the tweet contains unrestful content. We then apply the logit transformation to induce the labels to more closely approximate a normal distribution. The resulting dependent variables are thus the log odds, for each category, that a human coder would assign the relevant label.

The independent variables for the analysis include one binary variable, “is IRA,” for each tweet indicating whether or not the tweet originates from an IRA account. We also label the data with 407 dummy variables corresponding to the 407 unique combinations of month and city represented by the tweets in the data set. For IRA newsfeeds, the city of a tweet is determined by the city that the newsfeed was purported to represent. For the control accounts, the city was defined as the city that the associated IRA newsfeed account was purported to represent. The city-month dummies are included in the regression to control for the effect of systematic bias due to time or locale. For example, if IRA tweets tended to be concentrated in locales that were more unrestful—such as high-crime cities—then IRA tweets might be on average more unrestful than legitimate newsfeed tweets simply due to this locale bias. Including the dummy variables controls for this so that we can learn whether IRA tweets are more unrestful than legitimate feed tweets from the same time and locale.

Formally, for tweet $i$, in city $c$, in month $t$, we estimated variants of regressions of the form

$$Unrest^d_{ict} = \beta_{disIRA_{ict}} + \delta_{dct} + \epsilon_{dct},$$

where $d \in \{\text{Any, Identity, Crime, Act of God, Instit. Fail, Other}\}$ represents the different definitions of unrest, $Unrest^d$ represents the log odds that the tweet would be coded as containing unrest of type $d$, $\delta_{dct}$ represent the month-city dummies, and $\epsilon_{dct}$ is an error term.

To estimate the standard error on our estimate of this coefficient, we clustered at the city-month level. To accommodate the size of the data set, we relied on the biglm (Lumley, 2020) and bigcluster_sandwich (Tsay, 2013) R packages to fit the model and find the cluster-robust coefficient covariance (MacKinnon & White, 1985) respectively.

Our primary interest is in $\beta^d$, the coefficient on the is IRA dummy, which is understood in connection with the fact that the dependent variable is the log odds of category membership. The regression coefficient is the log of the ratio of the odds of category membership for IRA tweets to the odds of category membership for non-IRA tweets. For example, in the case of “crime,” in a given time/locale, the estimated regression coefficient of 0.17 for is IRA indicates that the odds of an IRA tweet being labeled as crime are estimated to be $exp(0.17) \approx 1.19$ times the odds of a non-IRA tweet being so labeled. The reported $p$ values employ the (very conservative; Moran, 2003) Bonferroni correction for the multiple simultaneous tests performed.

The overall average gaps in this regression potentially elide important differences over space and time in the agenda-setting behavior of the newsfeed accounts. Differences across cities or over the months of the campaign could exist for two reasons: The aims of the campaign could vary, or the aims could be constant, but the most efficient means of achieving those aims could vary. To explore this, we also perform variants of the regressions, in which we allow the coefficient on the is IRA dummy to vary over space or time.
Sentiment/Emotion Analysis

In addition to the abovementioned analysis using logistic regression classifiers trained on our own hand-labeled data, we classify the full data set using International Business Machines Corporation Watson’s Natural Language Understanding (WNLU) tool. Using this tool, we obtain one “sentiment” score (a value from \(-1\) to 1 which indicates whether the sentiment is positive, neutral, or negative) and five emotion scores (each a value from 0 to 1 indicating how likely the tweet conveys the relevant emotion): anger, disgust, fear, joy, and sadness. Similar to the above analysis of unrest categories, we apply the logit transform to these scores. In this case, prior to the logit, we translate all the scores to the interval \(E; 1 - E\) where \(E\) is the (extremely small) machine epsilon value of the system; this is due to the fact that scores of 0 or 1 would otherwise be logit-transformed to negative or positive infinity, respectively. Having obtained the logit-transformed sentiment and emotion scores, we apply the same regression analysis described above.

Results

In the first two columns of Table 2, we present the shares of tweets labeled with each of the five substantive unrest labels, for both the IRA newsfeeds and the controls. In the third and fourth columns, we present the mean predicted probability of each unrest label being assigned by our classifier for the full data sets IRA newsfeeds and controls. For each category, a \(z\)-test statistics of the difference in mean probability between the IRA newsfeeds and the controls for the full time period studied is reported in the final column, and they are all significant at (well below) the .001 level.

Both overall and for each subcategory that represent human-originating problems, the IRA produced significantly more unrestful content than did the matched sample of controls, particularly beginning in August 2016. In that time period, the overall difference in any form of unrest was approximately 14.1 percentage points. The IRA trolls produced approximately 5.4 points higher share of tweets with identity danger, approximately 2.3 points higher share of tweets with institutional failure, and approximately 6.1 points higher share of tweets with crime. Only for unrest representing acts of god was there no substantive difference between the trolls and controls in the period beginning in August 2016.

Basic Regression Results

The patterns observed in the mean differences are robust to controlling for city-by-month fixed effects, in a regression, and comparing label shares within those clusters. The estimated coefficients

Table 2. Mean Probabilities of Category Membership (Estimated With the Logistic Regression Classifier) for Tweets in the Full Data Set for IRA and Control Tweets Both Before and After August 2016.

<table>
<thead>
<tr>
<th>Label</th>
<th>Mean Probability for Control Tweets Prior to August 2016</th>
<th>Mean Probability for IRA Tweets Prior to August 2016</th>
<th>Mean Probability for Control Tweets From August 2016 Onward</th>
<th>Mean Probability for IRA Tweets From August 2016 Onward</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any unrest</td>
<td>.549</td>
<td>.584</td>
<td>.483</td>
<td>.624</td>
</tr>
<tr>
<td>Identity danger</td>
<td>.123</td>
<td>.130</td>
<td>.105</td>
<td>.159</td>
</tr>
<tr>
<td>Institutional failure</td>
<td>.123</td>
<td>.128</td>
<td>.115</td>
<td>.138</td>
</tr>
<tr>
<td>Act of god</td>
<td>.061</td>
<td>.047</td>
<td>.062</td>
<td>.062</td>
</tr>
<tr>
<td>Crime</td>
<td>.104</td>
<td>.096</td>
<td>.083</td>
<td>.144</td>
</tr>
</tbody>
</table>

Note. IRA = Internet Research Agency.
on the is IRA dummy and associated p values, in the regressions explaining modeling estimated probability of each label, appear in Table 3. Rerunning the regression with city-by-week fixed effects produces nearly identical results. In the case of the unrest labels, we find is IRA to be significant at the .001 level for each of the five labels analyzed. IRA newsfeed tweets have higher odds than control news tweets to be labeled unrestful (34% more) and to refer to identity danger (24% more), crime (19% more), and institutional failure (11% more). They have lower odds of referring to acts of god (16% less).

The results are similar for the WNLU sentiment/emotion analysis. There, we find that is IRA is significant for each of the five emotion labels analyzed at far below the .01 level. For sentiment, is IRA is significant at the .05 level prior to correction for the six-way family-wise error rate but not with this correction. The relevant regression coefficients and p values appear in Table 4. IRA tweets have higher odds than legitimate news tweets to contain anger (22% more), disgust (51% more), fear (7% more), and sadness (28% more), and lower odds of joy (12% less).

**Heterogeneous Gaps**

The mean overall contrasts between the IRA newsfeeds and the controls are large, but they elide significant heterogeneity across space and time. Figure 4 presents the results for each city that IRA newsfeeds purported to serve, where the horizontal position of the dot indicates the estimated difference in unrest shares, on average for indicated city; the size of the dot indicates the number of tweets from IRA newsfeeds targeting that city; and the whiskers indicate 90% confidence intervals around that estimate. The first panel, for “any unrest” is sorted by the size of the estimated difference in that outcome between IRA newsfeeds and the control outlet(s) in that city. The IRA

### Table 3. Regression Coefficients and Corresponding Bonferroni-Corrected p Values for the “is IRA” Feature in Each of the Five Unrest Category Analyses.

<table>
<thead>
<tr>
<th>Dependent Variables (Logit-Transformed)</th>
<th>Regression Coefficient</th>
<th>Exp. Reg. Coef.</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any unrest</td>
<td>.292</td>
<td>1.34</td>
<td>3.8e-12</td>
</tr>
<tr>
<td>Identity danger</td>
<td>.215</td>
<td>1.24</td>
<td>1.9e-10</td>
</tr>
<tr>
<td>Institutional failure</td>
<td>.105</td>
<td>1.11</td>
<td>7.2e-08</td>
</tr>
<tr>
<td>Act of god</td>
<td>-.174</td>
<td>0.84</td>
<td>1.3e-17</td>
</tr>
<tr>
<td>Crime</td>
<td>.17</td>
<td>1.19</td>
<td>9.7e-4</td>
</tr>
</tbody>
</table>

Note. The column “Exp. Reg. Coef.” gives the estimated ratio of the odds of an IRA tweet being in the relevant category to the odds of a non-IRA tweet being in that category. IRA = Internet Research Agency.

### Table 4. Regression Coefficients and Corresponding Bonferroni-Corrected p Values for the “is IRA” Feature in Each of the Six WNLU Sentiment and Emotion Analyses.

<table>
<thead>
<tr>
<th>Dependent Variable (Logit-Transformed)</th>
<th>Regression Coefficient</th>
<th>Exp. Reg. Coef.</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anger</td>
<td>.199</td>
<td>1.22</td>
<td>3.6e-32</td>
</tr>
<tr>
<td>Disgust</td>
<td>.410</td>
<td>1.51</td>
<td>1.0e-64</td>
</tr>
<tr>
<td>Fear</td>
<td>.064</td>
<td>1.07</td>
<td>4.3e-3</td>
</tr>
<tr>
<td>Joy</td>
<td>-.0129</td>
<td>0.88</td>
<td>2.7e-5</td>
</tr>
<tr>
<td>Sadness</td>
<td>.248</td>
<td>1.28</td>
<td>7.7e-32</td>
</tr>
<tr>
<td>Sentiment</td>
<td>-.0332</td>
<td>0.97</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Note. The column “Exp. Reg. Coef.” gives the estimated ratio of the odds of an IRA tweet being in the relevant category to the odds of a non-IRA tweet being in that category. IRA = Internet Research Agency; WNLU = Watson’s Natural Language Understanding.
newsfeeds present a significantly more unrestful world in 24 of the cities, significantly less unrestful in six, and no significant difference in seven. The role of geographic targeting, if any, is not entirely clear. All four Texas cities are among the set with substantial unrest contrasts, as are all three in Figure 4.

Figure 4. Estimated coefficient on Internet Research Agency (IRA) newsfeed indicator and 90% confidence intervals by type of unrest and city targeted by troll newsfeed.
Pennsylvania, and both in New Jersey. The largest contrast is in Richmond, VA. In contrast, Wisconsin has both the largest anti-unrest contrast (Minneapolis) and a substantial pro-unrest contrast (Milwaukee).

The other five panels present the results for the five specific varieties of unrest, where the order the cities are listed in is held constant (in order of estimated any unrest contrast). The distribution of coefficients for the “crime” and “identity danger” contrasts lines up fairly well with each other and with the any unrest results, in terms of what cities have large differences, small differences, and negative differences. A similar but less pronounced pattern continues for “other unrest,” with even less consistent results for “institutional failure” and “acts of god.”

To look at variation in the estimated coefficients across time, Figure 5 presents how the results vary by the month in our sample, where the vertical position of the dot indicates the estimated difference in log unrest label odds, averaged across cities; the size of the dot indicates the number of tweets produced by IRA newsfeeds that month; and the whiskers indicate 90\% confidence intervals around that estimate. These graphs show dramatic increases in the relative level of unrest presented by IRA newsfeeds beginning in August 2016 and persisting (and, in some cases, increasing) through the end of the year. For overall unrest, it jumps from 10\% higher odds of unrest to 100\% higher. This jump occurs across nearly all the unrest types, with the sole exception of Institutional Failure, which increases more smoothly, but the largest increases occur in the crime and identity danger categories. Finally, there is a smaller, but statistically significant, jump of identity danger contrast that precedes the bigger jump, beginning in June 2016. At the same time that the share of unrest jumps, the overall
output drops, perhaps indicating that biasing happens through the removal of innocuous content rather than the insertion of restful content. Examining the data with an August starting point, the IRA is significantly ($\alpha = .05$) more unrestful in 27 of the 33 cities, significantly less unrestful in two cities (Detroit and Oakland), and have no significant difference in four of the cities (San José, Jackson, New Orleans, and St. Louis).

But these time series patterns are not independent from the geographic ones, as IRA newsfeeds are not all equally active every month. To summarize these interactions, Figure 6 presents point estimates by city and month for each of our unrest measures. In it, darker, purple, squares represent city-month pairs in which the IRA newsfeeds produce tweets that we estimate to be more likely to be unrestful, on average, relative to their control accounts, while brighter, redder, squares represent city-month pairs in which they produced less unrestful tweets than their controls. Pale squares
represent city-month pairs in which there was little substantial difference. This figure illustrates the fact some of the cities that had more extreme contrast in the cross-section were actually not the ones that drove the jump observed in August 2016. For example, Richmond was the city with the largest cross-sectional general unrest contrast, but its contrast actually decreased over time. The large jump in August was driven by increases in relative unrest in cities in several swing states, Ohio (Cincinnati and Cleveland), Pennsylvania (Pittsburgh and Philadelphia; Camden, NJ), Arizona (Phoenix), and two major media markets: New York and Boston. But there is no statistically significant relationship between the size of the August jump and whether the city was located in a swing state in the 2016 U.S. presidential election. Finally, this figure makes clear that one of the outliers in cross-sectional results, Minneapolis, is probably driven by its narrow window of time in which it operated, one month early in the campaign.

**Discussion**

We find strong evidence supporting all three of our hypotheses, with results that are broadly consistent with what is already known about IRA strategy. For Hypothesis 1, the IRA newsfeeds produced more unrestful tweets than their matched control accounts. This is true both in our hand-coded sample and in our algorithmically classified sample, and it is robust to restricting our attention to differences that arise within the month-city cluster. It is also true for the entirely “hands off” WNLU emotion classifier, where the IRA’s tweets were laden with markers of negative emotions, like disgust, sadness, and danger and likely to include markers of joy. This overall pattern is consistent with an attempt to set the political agenda to focus more on unrest than would occur without their intervention. This approach is quite consistent with the IRA’s behavior on other accounts, where they cultivated accounts within affinity groups with extreme views (Linvill & Warren, 2020b) but with a subtler mechanism.

For Hypothesis 2, the IRA newsfeeds differ from the controls particularly with respect to unrest that is human originating. These include labels such as identity danger, crime, and (to a lesser extent) institutional failure. As with overall unrest, this is robustly true across specifications. The WNLU labels are not well suited to address this hypothesis. This pattern, focused on people, is also consistent with the behavior on other account types, where the goal seemed to be to divide interested groups against each other (not us...someone else.).

For Hypothesis 3, there is strong evidence of substantial change in IRA newsfeed behavior in August 2016 when they go from slightly overemphasizing unrest to strongly overemphasizing it, particularly for crime and identity danger. Once again, a sudden shift in behavior is completely consistent with the activity by the other account types, where left and right trolls enacted a dramatic shift in their output in the weeks before the election (Linvill & Warren, 2020a).

These results tell a consistent story about how the IRA newsfeeds (attempt to) use an agenda-setting approach to affect perceptions about the level and mix of unrest and uncertainty in the United States in the months before the 2016 U.S. presidential election. The August change in behavior also undermines possible alternate hypotheses for why the IRA employed more unrestful content. Local news outlets use violent and unrestful content as a mechanism to reach and grow audiences (Gross & Aday, 2003). One could hypothesize this was the IRA’s motivation in increasing the percentage of unrestful content, but if this were the case, why wait so long? Further, it seems likely that genuine local newsfeeds already take audience growth into account in their specific mix of content and distribute content with the maximization of user engagement in mind. The IRA’s divergence from this same mix a few months before the 2016 election, just as their left troll and right troll account types were changing behavior away from a growth focus (Linvill & Warren, 2020a), points to strategic reasoning.

Although the analysis of other IRA account types motivated predictions about how the agenda-setting strategy would vary over time, we had no strong a priori predictions about how it would vary
over geography. Given the political messaging throughout the more explicit account types, and the well-documented relationship to electoral politics, it seemed plausible that greater efforts to skew the agenda might be applied for accounts that targeted cities in likely swing states in the presidential election. There are a substantial number of cities with media markets in swing states included in the set, but we found no statistically significant evidence of particularly large agenda-setting efforts in these states, either overall or during the August shift. There is substantial heterogeneity, both overall and in the size of the August shift, but the drivers of this heterogeneity remain unclear.

Conclusions

The role that the newsfeeds played in the IRA’s clandestine social media campaign has not been well understood. Various theories have been expounded, but this analysis provides the first explanation for their existence. These results provide another example of how the IRA used specialized accounts (Linvill & Warren, 2020b) in specialized ways to achieve their ends, including influencing the political discourse in ways that polarized. It is well-documented that the ideological types (right and left trolls) invested in infiltrating affinity groups in an apparent attempt to pull those groups apart (Linvill et al., 2019). The newsfeeds pursued the same end through different means, by establishing a reputation as disinterested purveyors of real local news and then drawing on this established reputation to present a fun house version of the world in which society was breaking down and more rife with crime and identity-group conflict than in actual fact.

Beyond the IRA, this study illustrates how social media can be systematically utilized for inauthentic agenda-setting purposes. It seems possible that the IRA’s efforts may not be unique. In the run up to the 2020 U.S. election domestic, partisan actors were identified engaging in similar behavior (Glazer & Hagey, 2020). We don’t know of examples of this strategy being applied in other state-sponsored, inauthentic social media campaigns, nor do we see examples of it in the Twitter Informational Operations archive.

Most models of an agenda-setting media show media as driven by something like profit maximization. To the extent that an outlet overemphasizes dramatic or conflictual news, it is likely often motivated by a drive toward expanding its readership—“if it bleeds it leads.” This research has identified a different sort of actor that might engage in agenda-setting behavior but for different reasons. In this case, as Election Day neared the IRA did not seem interested in attracting users but rather only influencing their perceptions. Similar actors, therefore, will likely be less affected by the disciplining power of competition (Mullainathan & Shleifer, 2005) in limiting their extremism.

Our findings do not answer, however, why unrestful content was not significantly higher than the controls after August 2016 in six cities. There are many possible explanations. It could be that these cities were used as a control group by the IRA for their own analytics purposes or simply that their method of biasing the content was imperfect. Our findings leave this question open.

This study analyzed the content and tactics from IRA newsfeeds that operated in English, but the IRA also ran 16 Twitter accounts in German and 31 accounts in Russian that seemed to be similar purveyors of local news. We leave the study of the tactics and motives behind those accounts to future research. The biggest space for future work, however, is to analyze whether this sort of agenda setting can work. We know that real media has the power to shape how readers experience the world. And, in the specific context of economics news, there is some evidence that bias in reporting can bleed over into bias in readers’ beliefs (Lott & Hassett, 2014). It seems natural that power would extend to these inauthentic purveyors of real news, but we have not demonstrated that here.
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Notes
1. Sixteen additional accounts classified as newsfeeds were specialized, topic-oriented accounts such as @TodayInSyria. They are not analyzed here.
2. It is not clear why these Tweets were not included in the original Twitter release, but the most likely explanation is that they were deleted by the accounts before the accounts were shut down by Twitter.
3. Due to a programming error, the controls for @TODAYPITTSBURGH were not collected until July, the controls for @OAKLANDONLINE were not collected in January–March, and the controls for @CHES-TERCITYNEWS and @CAMDENCITYNEWS were not collected in December 2015. These city-months are dropped from the analysis.
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